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Abstract

Pulse-Coupled Neural-Network (PCNN) is a new promising image processing tool. Since the Pulse-Coupled Neural-Network firing scheme depends mainly on the shapes of the image, it is suitable for automated face segmentation because face images contain the same shape. In this paper, we present an algorithm for automatic facial features (eye, nose and mouth) detection in face images for different expressions based on PCNN-guided active contour models (snakes).
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1. Introduction

Automatic face recognition has long been studied as it has a wide potential for applications. Several systems have been developed to identify faces from small face population via detailed face feature analysis, or by using neural nets or through model based approaches [1,3,5,21,23,25]. However, many of these systems suffer from robustness against changes in facial expressions. In addition, face is a rich source of information about human behavior. Facial expressions indicate emotion, pain, and brain function and regulate social behavior. In this paper, we aim to localize the facial features (eye, nose and mouth) in faces with different expressions. These localizations can then be the input for another module to run certain measurements to identify both the face and its expression.

Many researchers described the use of specialized techniques to locate facial features within a search area depending on the color, gray level, edges and time sequences of images [1-5]. For example, after skin color segmentation, Sobottka and Pitas extracted facial features from the detected face candidates. Facial features were detected from the rest of face by their low gray level. They applied preprocessing steps: grayscale erosion and an extreme sharpening operation, to enhance these facial features [3].

In this paper we consider using the PCNN, which is known for its good segmentation capabilities to segment the face image so that localization of facial feature is much easier. Active contour models (snakes) are used to capture the contour of each facial feature after being detected in the binary images generated by the PCNN. Kass et al. used active contour models (snakes) for tracking lips in image sequences [6]. A snake was initialized on the lips in a face image and it was able to deform and accurately track lip movements. Because the snakes used do not incorporate prior knowledge about expected shapes, this approach is easily confused by other structures present in the image and occlusion. Using the PCNN as a guide for the snakes provides both automatic detection as well as immunity against occlusion that is found in the original image but absent in the PCNN generated image sequence [10,11].

We have used the Pulse-Coupled Neural Network (PCNN) as the major component of our algorithm. PCNN was developed from studies of the visual cortex of small mammals made by e.g. Eckhorn [7,8]. The implementation of the PCNN was first carried out by Johnson [9,10] and the work has been extended by several others [11–14]. The stimulus for the PCNN is typically a 2D gray scale or color image. The PCNN will transform this input into a series of binary images. The internal feedback among the neurons allows similar pixels, i.e. pixels of similar intensity, to cluster into groups. The PCNN has the ability to map spatial input to temporal output (i.e. convert the input magnitude to a time domain pulses). PCNN are different from classical neural network models, since no training is required. The properties of the PCNN can be adjusted by changing threshold levels and decay time constants. Other interesting features include the ability to detect edges, find texture information, etc. The PCNN has been shown to do segmentation and object isolation in a variety of applications [10-12].

We noticed that PCNN firing scheme depends mainly on the shapes of the image, This is exactly what makes PCNN suitable for automated face segmentation, because face images contain the same shapes so the firing scheme is almost the same in all images (Fig. 3). With the aid of active contours, we can locate the facial features in most of the tested face expressions.

2. Pulse-Coupled Neural Network

Roughly a decade ago researchers were presenting models of the mammalian visual cortex [7,8]. Digital simulations revealed algorithms that were capable of extracting segments that were inherent in the original image [10-14]. The original PCNN model considered in this paper is due to Eckhorn [1]. The typical PCNN neuron (fig. 1) has a feeding and linking input that is then combined in a second order fashion and then compared to a dynamic threshold [16]. The equations for a single iteration of the PCNN are:

\[ F_{ij}[n] = e^{a_t \delta_t} F_{ij}[n - 1] + S_{ij} + V_F \sum_{kl} M_{ijkl} Y_{kl}[n - 1] \]  

(1)
\[ L_y[n] = e^{\alpha_y L_y[n-1]} + V_L \sum_{kl} W_{ykl} Y_{kl}[n-1] \]  
\[ U_y[n] = F_y[n](1 + \beta L_y[n]) \]  
\[ Y_y[n] = \begin{cases} 1 & \text{if } U_y[n] > Q_y[n], \\ 0 & \text{Otherwise} \end{cases} \]  
\[ Q_y[n] = e^{\alpha_y Q_y[n-1]} + V_y Y_y[n] \]

Where S is the stimulus, F is the feed, L is the link, U is the internal activity, Y is the pulse output and Q is the dynamic threshold. The local connections M and W are fixed (usually Gaussian). Through these local connections the activation of a neuron adds to the internal activity of the neighboring neurons. Groups of neurons receiving similar stimulus that are spatially close to each other tend to synchronize pulses. This is the foundation of the inherent segmentation ability of the system. The PCNN is a one layer neural network that requires no training. The input gray-level image is the stimulus S that activates the neurons and the output of the neuron is the matrix Y (called a Pulse image) that result by iteratively computing equations (1-5).

3. Active Contour Model

Deformable models have proved their potentiality in the last two decades and have given good results in computer vision research and many other applications.

The concept of the deformable model is based upon the existence of internal energy or some forces in the model trying to preserve some internal features in the model these features may be lengths, angular measures, curvature…etc. While the model is trying to be influenced by its internal energy or forces, another external energy or forces oppose it, which limits its response.

Based on this simple criterion many models have been proposed and found many applications in field of Computer Vision, Image Registration, Image Contouring and many other applications.

A model for representing image contours in a form that allows interaction with higher-level processes has been proposed by Kass et al. [6]. This active contour model is defined by an energy functional and a solution is found using techniques of variational calculus.

The energy functional being minimized has continuity term and curvatures term which serve as smoothness constraint in addition to the image energy which is considered as external energy term which guides the active contour towards image features which minimize the contour total energy.

Total Snake energy

\[ E_{\text{snake}} = \int_0^1 E_{\text{int}}(v(s)) + E_{\text{image}}(v(s)) ds \]

Where

\[ E_{\text{int}}(v(s)) = (\alpha(s) |v_x|^2 + \beta(s) |v_{xx}|^2) / 2 \]

Where \(|v_x(s)|^2\) is defined as follows:

\[ |v_x(s)|^2 = (x_j - x_{j-1})^2 + (y_j - y_{j-1})^2 \]

Where \((x_i, y_j)\) and \((x_{i+1}, y_{j+1})\) are two successive points lying on the contour.

\[ |v_{xx}(s)|^2 = (x_{i+1} - 2x_i + x_{i-1})^2 + (y_{j+1} - 2y_j + y_{j-1})^2 \]

Where \(\alpha\) and \(\beta\) are the contour internal energy parameters which weights each term relative to the other usually \(\alpha=1\) and \(\beta=1\).

\[ E_{\text{image}}(v(s)) = w_{\text{line}} E_{\text{line}}(v(s)) + w_{\text{edge}} E_{\text{edge}}(v(s)) \]

\[ E_{\text{line}}(v(s)) = I(x, y) \text{ which is the gray level intensity at point (x, y).} \]

This means that if \(w_{\text{line}}\) is positive the contour will possess minimum energy at dark areas, and if it takes negative values positive the contour will possess minimum energy at bright areas.

\[ E_{\text{edge}}(v(s)) = |\nabla I(x, y)|. \]

The previous equations have shown how to calculate the energy of the contour point at any location \((x, y)\), the absolute values of the parameters \(x, y\) doesn’t have any significant meaning yet their relative values plays important role in the contribution of each energy term.

4. Image Dataset and Preprocessing

Our dataset for human face images is from the “Biomedical Face Database” which contains a set of faces taken on March 2000 at the Biomedical Laboratory of Biomedical and Systems Engineering, Faculty of Engineering, Cairo University (Fig. 2). It contains seven different images of 100 distinct subjects. For all of the subjects, the images were taken with the same lighting conditions, facial expressions (neutral, happy, sad, surprise, angry, disgust and fear) and with no eyeglasses. All the images are taken against a dark homogeneous background and the subjects are in up-right, frontal position (with tolerance for some side movement and zooming effects). All the images are resized to a size of 256x256 and histogram equalized before being used in any processing. All pixels values are scaled to the range \([0,1]\).
5. Localization Technique

The PCNN was used to generate a sequence of four PCNN pulse images of the input gray-scale face image. The first image is almost black (due to an initial high threshold value) so no data can be extracted from it. The second image contains the brightest areas in face (forehead, cheeks and nose). The third image has the majority of the face points firing, this pulse image is the most interesting one because it cleanly isolates the face area excluding the hair and background so we initialize an active contour (snake) [6], near the image boundary and it is left to automatically adhere to the face contour in the image excluding the trouble-makers hair styles and background (fig. 3). We call this contour “The Face Contour”.

5.1. Nose Localization

Having the Face Contour, we get the point slightly below (20 pixels down) the center of the smallest rectangle enclosing this contour; this point is the initial nose position. Then we search in the second pulse image for the nearest white area near this point, this area should be the nose area. We scroll down this area to the lowest ON pixel, this point is the nose tip (fig. 3).

5.2. Mouth Localization

To get the mouth, we initiate an active contour below the nose tip obtained in the previous step and bounded by the snake obtained around the whole face. This new snake is left to adhere to the points representing the mouth in the fourth pulse image. The outer rectangle enclosing this snake is shown in figure (3).

5.3. Eye Localization

In the fourth pulse image, we initiate another two new active contours to catch the left and right eyes; these contours are initially bounded as follows:
- The nose tip from the bottom side.
- The Face Contour from the top and lateral side.
- The vertical axis of the nose tip from the axial side for each eye.

Due to the interference between the eye and the brow in the PCNN sequence images, the active contour could not in most of the cases isolate the eye from the its brow. So, we used a template-matching algorithm to identify exactly the eye depending on the elliptical nature of the eye [20]. Given the location of the eye (the bounded rectangle of its elliptic shape), A. H. Mohammed extracts all the eye segments (i.e. Iris, pupil) and iris texture [25].
6. Results

From the 700 images in our data set (100 subject, 7 expressions per subject), nose and mouth are correctly localized in about 609 images (87%). Eyes were correctly localized in about 487 images (69.57%) raised to 530 (75.71%) after the use of template matching.

We have tried to apply this algorithm on another data set, and it seems that the selected number of images from the PCNN sequence may differ from a data set to another. In our data set we used pulse images two and three, while in another data set (MIT data set), images four and six seem to give better results. This is due to differences in lightening conditions, background patterns and zoom factors in different datasets. A normalizing and preprocessing step are necessary before applying the proposed algorithm to any other datasets.

7. Conclusion

Using PCNN in localization of facial features seems to be promising. It is not computationally exhaustive or time consuming relative to many other algorithms [1,3,21]. It does not need training. It is robust against different facial expressions and to spatial shifts in the image (as long as the whole face is within the image) and can tolerate slight side movements and zooming effects. However, it still needs more enhancements to improve its robustness against changes in orientation of faces i.e. the rotation angle from upright position.

In the given here algorithm, the most traditional active contour model was employed [17]. Updated with better deformable models [18-19], we believe that, this method can improve the detectability of eye and mouth areas, however, our emphasis here was on the PCNN segmentation capabilities in facial images.
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